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1 Introduction

At last RAN#25 meeting, RAN3 discussed and approved the addition in the study area of sections about the feasibility and gains of the enhanced relocation. However some companies asked as reported to TSG-RAN in the status report that potential benefits should be clarified.

Therefore this contribution will clarify the chapter gains of the TR

SRNC load sharing

1.1 User plane processing

In the simple and most frequent scenario of an inter-RNC soft handover, where the UE has one radio leg towards each RNCs (SRNC and DRNC), the situation in term of interface stacks from the user plane point of view is the following:


Figure x1 Rel99/Rel4 user-plane interface stack for PS domain 


Figure x2 Rel5 ALL-IP user-plane interface stack for PS domain 


Figure x3 Rel99/Rel4 user plane protocol stacks for CS domain


Figure x4 ALL-IP Rel5 user plane protocol stacks for CS domain

Considering that scenario, being able to relocate the serving role to the Drift RNC, without loosing the soft handover state and then without any change on the radio side, has the following benefits:

· Source RNC does not have to handle Iu User Plane (e.g. UDP/IP/GTP for PS domain) processing, 

· Source RNC does not have to handle RLC/MAC (also PDCP for PS domain) stack processing,

· Source RNC does not have to handle MDC processing (if used),

· Source RNC does not have to handle serving functions (e.g. handover decision)

In brief, we avoid the user plane processing in the source RNC. 

Furthermore as the radio protocols (e.g. user plane PDCP/RLC/MAC) are the most demanding functions in the RNC, being able to relocate if necessary all the users who are in inter-RNC SHO situation represents significant processing savings for one overloaded RNC.

It should be noted that the enhanced relocation in itself generates during the short time before completion of the process a peak in term of load e.g. due to data forwarding if used. However the general assumption is that an RNC takes actions to overcome overload situation early before reaching its full capacity. Therefore an RNC does not suffer from that small and short peak and finally release afterwards the expected processing resources.

Without the enhanced relocation, one overloaded RNC will either refuse new RAB establishment or release Radio links to be able to relocate.

1.2 Control plane processing

On the Control Plane side, by relocating the serving role to the Drift RNC, the RRC processing is then moved on the Target RNC side. As RRC signalling layer handles all the radio related controlling functions for UE, that is small compared to user plane but relevant processing savings for one overloaded RNC.

The same note as for the user plane should be also made for control plane with the signalling peak overload generated during the relocation on Iu and Iur interfaces. However the same general assumption is made and the end result, the gains after the completion of the enhanced relocation, is the main focus of that study.

1.3 RNC load sharing scenarios

Here are potential scenarios where the enhanced relocation could provide processing savings explained in the previous chapters.
· All neighbouring scenario. The actual restriction exist in all the frontiers between two RNCs cells (figure x5 below)
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Figure x5 neighbouring scenarios with actual relocation and then SRNC load sharing not possible

· 3-way Soft Handover  (one leg in SRNC, two legs in DRNC, without DRNC combining, figure x6 below)
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Figure x6 three-way Soft Handover without DRNC combining
· Furthermore as UEs can move along RNC boundaries and then in order to maintain connections, it can be necessary to have a larger mesh of RNCs than would be needed without this restriction (SRNC needs to see some quite distant RNCs just in case UE gets there without it being possible to perform relocation).

· In the case where an RNC1 became heavily overloaded, and this RNC1 is serving UEs deep inside its coverage area (figure x7 below). There is no chance of placing the UE in soft handover with an RNC2 and then performing SRNS Relocation with this as the target RNC. However SRNS Relocation towards RNC2 may still prove beneficial in terms of easing the load on RNC1.
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Figure x7: UE with single RNC connection causing overload situation

Proposal

It is proposed to replace in the TR the actual chapter 6.3.2 SRNC load sharing with the above section 2.
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